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NOTE:

THIS HARDWARE, SOFTWARE OR TEST SUITE PRODUCT (“PRODUCT(S)”) AND ITS RELATED
DOCUMENTATION ARE PROVIDED BY MELLANOX TECHNOLOGIES “AS-IS” WITH ALL FAULTS OF ANY
KIND AND SOLELY FOR THE PURPOSE OF AIDING THE CUSTOMER IN TESTING APPLICATIONS THAT USE
THE PRODUCTS IN DESIGNATED SOLUTIONS. THE CUSTOMER'S MANUFACTURING TEST ENVIRONMENT
HAS NOT MET THE STANDARDS SET BY MELLANOX TECHNOLOGIES TO FULLY QUALIFY THE PRODUCT(S)
AND/OR THE SYSTEM USING IT. THEREFORE, MELLANOX TECHNOLOGIES CANNOT AND DOES NOT
GUARANTEE OR WARRANT THAT THE PRODUCTS WILL OPERATE WITH THE HIGHEST QUALITY. ANY
EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF
MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT ARE DISCLAIMED.
IN NO EVENT SHALL MELLANOX BE LIABLE TO CUSTOMER OR ANY THIRD PARTIES FOR ANY DIRECT,
INDIRECT, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES OF ANY KIND (INCLUDING, BUT NOT
LIMITED TO, PAYMENT FOR PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA,
OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY,
WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE)
ARISING IN ANY WAY FROM THE USE OF THE PRODUCT(S) AND RELATED DOCUMENTATION EVEN IF
ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.
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Release Update History

Table 1 - Release Update History
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Release

Date

Description

Rev 4.15.4.1100/
4.5.4.1100

March 29, 2016

Initial release of this MLNX-NATIVE-ESX-Con-

nectX-4 version
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1 Overview

These are the release notes of Mellanox ConnectX-4 NATIVE ESX Driver for VMware vSphere
5.5/6.0. This document provides instructions on drivers for Mellanox Technologies ConnectX®
based adapter cards with VMware ESXi Server environment.

1.1  Content of MLNX-NATIVE-ESX-ConnectX-4 Package

The MLNX-NATIVE-ESX-ConnectX-4 driver package is distributed as an offline bundle (.zip
file) and contains:
+ ESXi5.5:

MLNX-NATIVE-ESX-ConnectX-4-4.5.4.1100-10EM-550.0.0.1391871.zip - Hypervisor bundle for
ESXi 5.5 contains the following kernel modules:

* nmlx5 core (Mellanox Technologies Ethernet driver)
* ESXi6.0:

MLNX-NATIVE-ESX-ConnectX-4-4.15.4.1100-10EM-600.0.0.2768847.zip - Hypervisor bundle for
ESXi 6.0 contains the following kernel modules:

* nmlx5_core (Mellanox Technologies Ethernet driver)

1.2 Supported HCAs Firmware Versions

MLNX-NATIVE-ESX-ConnectX-4 Rev 4.15.4.1100/4.5.4.1100 supports the following Mella-
nox Ethernet HCA:

Table 2 - Supported HCAs Firmware Versions

HCAs Recommended Firmware Rev.
ConnectX-4 12.14.2036
ConnectX-4 Lx 14.14.2036

Please note that older firmware versions were not tested with this release.
For the latest firmware versions, visit:
* http://www.mellanox.com/page/vmware matrix

or

*  http://www.mellanox.com/supportdownloader/

k 6 Mellanox Technologies j




a0 )
Changes and New Features in Rev 4.15.4.1100/
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Table 3 - Changes and New Features

Feature/Change Description

See Section 4, “Bug Fixes History”, on page 10

Bug Fixes

Mellanox Technologies 7 j
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3 Known Issues

The following is a list of general limitations and known issues of the various components of this
MLNX-NATIVE-ESX-ConnectX-4 release.

Table 4 - Known Issues

Internal Ref. Description

- Description: ESX displays incorrect NIC speed in case of 100GB configuration.

WA: N/A

Key Words: Link Speed

- Description: Throughput performance on 100GB configuration might be lower than line
rate.

WA: N/A

Key Words: Performance

- Description: This driver support Ethernet cards only, VPI cards can be configured as
Ethernet only mode when burning the firmware. For further information on firmware
burning, please refer to the MFT User Manual.

(www.mellanox.com > Products > Software > InfiniBand/VPI Drivers > Firmware Tools)

WA: N/A

Key Words: Protocols, InfiniBand, Ethernet

- Description: Multicast and IPv6 traffic might be unstable over SR-IOV.

WA: N/A

Key Words: SR-IOV, IPv6, Multicast

656416 Description: Reboot is required after any SR-IOV configuration change.

WA: N/A

Key Words: SR-IOV

670046 Description: The maximum number of Virtual Functions currently supported in SR-IOV
is 10.

WA: N/A

Key Words: SR-IOV, VF

653679 Description: Firmware VF configuration must be N+1 (while N is the required VF num-
ber).

For example: If your configuration requires 10 VFs, the firmware must be set to support
11 VFs (ESX 6.0 Limitation).

WA: N/A

Key Words: VFs
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Table 4 - Known Issues

Internal Ref. Description

641252 Description: Driver specific statistics are not supported in ESX 5.5.
WA: N/A
Key Words: ESX 5.5, Statistics

689573 Description: When SR-IOV is enabled and the max_v£s is not equal to 0, new filters are
not applied.
WA: N/A
Key Words: SR-IOV, filters

676293 Description: After the initial driver installation, the driver may fail to load the first PCI

device.

WA: Cold boot the machine.

Key Words: PCI device, initial driver installation
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Bug Fixes History

Table 5 lists the bugs fixed in this release.
Table 5 - Fixed Bugs List

Internal Ref.

Issue

745415

Description: Fixed an issue which prevented the driver to load on machines with 64 or
more CPU cores.

Keywords: MSI-X

Discovered in Release: 4.15.2.0/4.5.2.0

Fixed in Release: 4.15.4.1100/4.5.2.1100
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5 Change Log History

Table 6 - Change Log History

Release Category Description
4.15.4.0/ VXLAN Hardware Stateless | VXLAN hardware offload enables the traditional offloads to be
452.0 Offloads performed on the encapsulated traffic.

SR-IOV (at Beta level) Single Root IO Virtualization (SR-IOV) is a technology that
allows a physical PCle device to present itself multiple times
through the PCle bus.

Note: SR-IOV is currently supported in ESXi 6.0 only.
NetDump Enables a host to transmit diagnostic information via the network

to a remote netdump service, which stores it on disk. Network-
based coredump collection can be configured in addition to or
instead of disk-based coredump collection.

NetQueue NetQueue is a performance technology in VMware ESX that sig-
nificantly improves performance in 10 Gigabit Ethernet virtual-
ized environments.

Wake-on-LAN Allows a network administrator to remotely power on a system or
to wake it up from sleep mode

RX/TX Ring Resize Allows the network administrator to set new RX\TX ring buffer
size.

4.15.2.0 Hardware Performance « 10G

« 25G
* 40G
+ 50G
+ 100G

Hardware Offload + Large Send Offload (TCP Segmentation Offload)

* RSS (Device RSS)

Hardware Capabilities *  Multiple Tx/Rx rings

» Fixed Pass-Through

+ Single/Dual port

+  MSI-X

Ethernet Network *  TX/RX checksum

* Auto moderation and Coalescing
*  VLAN stripping offload
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